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Abstract: 

Feature selection is applied to reduce the number of features in many applications where data has 

hundreds or thousands of features. Existing feature selection methods mainly focus on finding 

relevant features. In this paper, we show that feature relevance alone is insufficient for efficient 

feature selection of high-dimensional data. We define feature redundancy and propose to perform 

explicit redundancy analysis in feature selection. A new framework is introduced that decouples 

relevance analysis and redundancy analysis. We develop a correlation-based method for relevance and 

redundancy analysis, and conduct an empirical study of its efficiency and effectiveness comparing 

with representative methods.  
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1. INTRODUCTION 

     In classic supervised learning, one is given a training set of labeled fixed-length feature vectors 

(instances). An instance is typically described as an assignment of values f = (f1,..., fN) to a set of 

features F = (F1,...,FN) and one of l possible classes c1,...,cl to the class label C. The task is to induce 

a hypothesis (classifier) that accurately predicts the labels of novel instances. The learning of the 

classifier is inherently determined by the feature-values. In theory, more features should provide more 

discriminating power, but in practice, with a limited amount of training data, excessive features will 

not only significantly slow down the learning process, but also cause the classifier to over-fit the 

training data as irrelevant or redundant features may confuse the learning algorithm. Feature selection 

has been an active and fruitful field of research and development for decades in statistical pattern 

recognition (Mitra et al., 2002), machine learning (Liu et al., 2002b; RobnikSikonja and Kononenko, 

2003), data mining (Kim et al., 2000; Dash et al., 2002) and statistics (Hastie et al., 2001; Miller, 

2002). It has proven in both theory and practice effective in enhancing learning efficiency, increasing 

predictive accuracy, and reducing complexity of learned results (Almuallim and Dietterich, 1994; 

Koller and Sahami, 1996; Blum and Langley, 1997). Let G be some subset of F and fG be the value 

vector of G. In general, the goal of feature selection can be formalized as selecting a minimum subset 

G such that P(C | G = fG) is equal or as close as possible to P(C | F = f), where P(C | G = fG) is the 

probability distribution of different classes given the feature values in G and P(C | F = f) is the 

original distribution given the feature values in F (Koller and Sahami, 1996). We call such a minimum 

subset an optimal subset, illustrated by the example below. 

2. FRAMEWORK 

       From previous discussions, it is clear that in order to eliminate redundant features, the state-of-

theart feature selection methods have to rely on the approach of subset evaluation which implicitly 

handles feature redundancy with feature relevance. These methods can produce better results than 
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methods without handling feature redundancy, but the high computational cost of the subset search 

makes them inefficient for high-dimensional data. Therefore, in our solution, we propose a new 

framework of feature selection which avoids implicitly handling feature redundancy and turns to 

efficient elimination of redundant features via explicitly handling feature redundancy. Relevance 

definitions divide features into strongly relevant, weakly relevant, and irrelevant ones; redundancy 

definition further divides weakly relevant features into redundant and non-redundant ones.  

 

Fig.1. A traditional framework of feature selection 

Our goal is to efficiently find the optimal subset . We can achieve this goal through a new framework 

of feature selection  composed of two steps: first, relevance analysis determines the subset of relevant 

features by removing irrelevant ones, and second, redundancy analysis determines and eliminates 

redundant features from relevant ones and thus produces the final subset. Its advantage over the 

traditional framework of subset evaluation lies in that by decoupling relevance and redundancy 

analysis, it circumvents subset search and allows a both efficient and effective way in finding a subset 

that approximates an optimal subset. It is sensible to use efficient heuristic methods to approximate the 

computation of relevant features and redundant features under our new framework for two reasons. On 

one hand, searching for an optimal subset based on the definitions of feature relevance and redundancy 

is combinatorial in nature. It is obvious that exhaustive or complete search is prohibitive with a large 

number of features. On the other hand, an optimal subset is defined based on the full population where 

the true data distribution is known. It is generally assumed that a training data set is only a small 

portion of the full population, especially in a high-dimensional space. Therefore, it is not proper to 

search for an optimal subset from the training data as over-searching the training data can cause over-

fitting . We next present our approximation method. 

3.  ALGORITHM 

      The approximation method for relevance and redundancy analysis presented before can be realized 

by an algorithm, named FCBF (Fast Correlation-Based Filter). It involves two connected steps: (1) 

selecting a subset of relevant features, and (2) selecting predominant features from relevant ones. As 

shown in Figure 4, for a data set S with N features and class C, the algorithm finds a set of 

predominant features Sbest. In the first step (lines 2-7), it calculates the SU value for each feature, 

selects relevant features into S 0 list based on a predefined threshold δ, and orders them in a 

descending order according to their SU values. In the second step (lines 8-18), it further processes the 

ordered list S 0 list to select predominant features. A  
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Fig.2.Algorithm 

feature Fj that has already been determined to be a predominant feature can always be used to filter out 

other features for which Fj forms an approximate Markov blanket. Since the feature with the highest 

C-correlation does not have any approximate Markov blanket, it must be one of the predominant 

features. So the iteration starts from the first element in S 0 list (line 8) and continues as follows. For 

all the remaining features (from the one right next to Fj to the last one in S 0 list), if Fj happens to form 

an approximate Markov blanket. 

 

Fig.3. A view of feature relevance and redundancy 
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4. ANALYSIS 

       The efficiency of a feature selection algorithm can be directly measured by its running time over 

various data sets. As to effectiveness, a simple and direct evaluation criterion is how similar the 

selected subset and the optimal subset are, but it can only be measured over synthetic data for which 

we know beforehand which features are irrelevant or redundant. For real-world data, we often do not 

have such prior knowledge about the optimal subset, so we use the predictive accuracy on the selected 

subset of features as an indirect measure. In terms of the above criteria, we limit our comparisons to 

the filter model as FCBF is a filter algorithm designed for high-dimensional data. We choose 

representative algorithms from both approaches (i.e., individual evaluation and subset evaluation).  

 

Table.1.Result analysis 

One algorithm, from individual evaluation, is ReliefF (Robnik-Sikonja and Kononenko, 2003) which 

searches for nearest neighbors of instances of different classes and weights features according to how 

well they differentiate instances of different classes. Another algorithm, from subset evaluation, is a 

variation of CFS In various machine learning domains, there are two forms of high-dimensional data. 

Traditionally, the dimensionality is usually thought high if data contains tens or hundreds of features. 

In this form of data, the number of instances is normally much larger than the dimensionality. In new 

domains such as text categorization and genomic microarray analysis, the dimensionality is in the 

order of thousands or even higher, and often greatly exceeds the number of instances. Therefore, we 

evaluate our method in comparison with others on high-dimensional data of both forms. 

CONCLUSION 

     In this paper, we have identified the need for explicit redundancy analysis in feature selection, 

provided a formal definition of feature redundancy, and investigated the relationship between feature 

relevance and redundancy. We have proposed a new framework of efficient feature selection via 

relevance and redundancy analysis, and a correlation-based method which uses C-correlation for 

relevance analysis and both C- and F-correlations for redundancy analysis. A new feature selection 

algorithm FCBF is implemented and evaluated through extensive experiments comparing with three 

representative feature selection algorithms. The feature selection results are further verified by two 

different learning algorithms. Our method demonstrates its efficiency and effectiveness for feature 

selection in supervised learning in domains where data contains many irrelevant and/or redundant 

features. 
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