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ABSTRACT 

     The frequent item set and maximum threshold signature of the shopping package software item set. 

The frequent item set deals with the whole database of the shopping application. It contains various 

transactions like sales data, purchase data, customer data, item data and etc. Here enhanced TOP K – 

Item set has been implemented (TKI) which gives more accuracy and performance than TKU (mining 

Top-K Utility item sets) and TKO (mining Top-K utility item sets in One phase), which are 

implemented in the exiting methods for mining such item sets without the consideration of entire 

database. This may cause inaccurate result and improper output. These methods may use of 

assumption purpose only. TOP K-Item set Algorithm is used to analyze the items which are sold 

frequently that are reported by the client. The decisions can be made on the result of analysis, so that 

the item can be identified. Normally an input given by the client to the sale the item in project is taken 

as it is and service is provided without analyzing the input. This leads to wastage of time in decision 

making and also the delay in finding the frequently sold items. If the frequently sold items in project 

are analyzed, then it is easy to find out the relationship or association among the items. So, that the 

reason for sold item and how frequently sold item on each other can be found in a project. A new 

concept called data engineering is used in the system to find associations or relationships among the 

frequently sold items. So that both data mining and networking concepts are implemented. Data 

mining refers to detecting of patterns and hidden information from database. Several data mining 

techniques are available to mine the data and the results or the new or hidden information. The system 

provides the information about the associations among the frequently sold item in an item level. The 

system has used two data mining techniques namely association rules and its algorithms to finding the 

frequently sold items. Some of the results are displayed in a graphical manner also. The results of 

these techniques would be helpful in decision making, so that the client needs can be satisfied in a 

faster way. 

Keywords : TKU (mining Top-K Utility item sets), TKO (mining Top-K utility item sets in One 

phase),  Decision Making, Frequent Item mining. 

1. INTRODUCTION 

     Generally, any software development organization receives a report sold the items in projects from 

its user and provides services to its user based on their input without analyzing them. This leads to 
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wastage of time in decision making and also delay in finding the frequently sold items. It is because 

they do not know the how much items sold. The results of the above queries are unknown and they 

can be answered only by using data mining techniques. Hence, a system is needed with data mining 

techniques to analyze the sold items in package in order to find the relationship among the frequently 

sold items. The dependencies among modules and programs can also be found using data mining 

techniques. The frequently sold items can also be done quickly by using information generated by 

data mining techniques. The hidden or unknown information is useful in decision making and the 

decisions quickly. 

2. RELATED WORKS 

      The subgroup discovery algorithm CN2-SD, based on a separate and conquer strategy, has to face 

the scaling problem which appears in the evaluation of large size data sets. To avoid this problem, in 

this paper we propose the use of instance selection algorithms for scaling down the data sets before 

the subgroup discovery task. The results show that CN2-SD can be executed on large data set sizes 

pre-processed, maintaining and improving the quality of the subgroups discovered [1]. We present an 

efficient algorithm that generates all significant association rules between items in the database. The 

algorithm incorporates buffer management and novel estimation and pruning techniques. We also 

present results of applying this algorithm to sales data obtained from a large retailing company, which 

shows the effectiveness of the algorithm [2]. If the cost parameters are not known at training time, 

Receiver Operating Characteristic (ROC) analysis can be applied (Provost & Fawcett 1997; Swets, 

Dawes & Monahan 2000). ROC analysis provides tools to distinguish classifiers that are optimal 

under some class and cost distributions from classifiers that are always sub-optimal, and to select the 

optimal classifier once the cost parameters are known[3]. ROC analysis for two classes is based on 

plotting the true-positive rate (TPR) on the y-axis and the false-positive rate (FPR) on the x-axis. This 

gives a point for each classifier[4]. 

3. IMPLEMENTATION 

K - Mine Algorithm Pseudo code  

procedure kmine (T, min Support)  

{  

//T is the database and min Support is the minimum support 

 L1= {frequent items}; 

 for (k= 2; Lk-1 !=∅; k++)  

{ 

 Ck= candidates generated from Lk-1  

//that is cartesian product Lk-1 x Lk-1 and 

 Eliminating any k-1 size itemset that is not 
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 //frequent  

for each transaction t in database do 

{  

#increment the count of all candidates in Ck that are contained in t 

 Lk = candidates in Ck with min Support  

} 

//end for each  

} 

//end for return ⋃; 

 } 

Implementation Process 

As is common in association rule mining, given a set of itemsets (for instance, sets of retail 

transactions, each listing individual items purchased), the algorithm attempts to find subsets which are 

common to at least a minimum number C of the itemsets. K - Mine uses a "bottom up" approach, 

where frequent subsets are extended one item at a time (a step known as candidate generation), and 

groups of candidates are tested against the data. The algorithm terminates when no further successful 

extensions are found. 

Sample usage of K - Mine algorithm A large supermarket tracks sales data by Stock-keeping unit 

(SKU) for each item, and thus is able to know what items are typically purchased together. K - Mine 

is a moderately efficient way to build a list of frequent purchased item pairs from this data. Let the 

database of transactions consist of the sets {1,2,3,4}, {1,2,3,4,5}, {2,3,4}, {2,3,5}, {1,2,4}, {1,3,4}, 

{2,3,4,5}, {1,3,4,5}, {3,4,5}, {1,2,3,5}.  

Each number corresponds to a product such as "butter" or "water". The first step of K - Mine is to 

count up the frequencies, called the supports, of each member item separately:  

Item Support 1 6 2 7 3 9 4 8 5 6 We can define a minimum support level to qualify as "frequent," 

which depends on the context. For this case, let min support = 4. Therefore, all are frequent. The next 

step is to generate a list of all 2-pairs of the frequent items. Had any of the above items not been 

frequent, they wouldn't have been included as a possible member of possible 2-item pairs. In this way, 

K - Mine prunes the tree of all possible sets. In next step we again select only these items (now 2-pairs 

are items) which are frequent .  Item Support {1,2} 4 {1,3} 5 {1,4} 5 {1,5} 3 {2,3} 6 {2,4} 5 {2,5} 4 

{3,4} 7 {3,5} 6 {4,5} 4 We generate the list of all 3-triples of the frequent items (by connecting 

frequent pair with frequent single item). Item Support {1,3,4} 4 {2,3,4} 4 {2,3,5} 4 {3,4,5} 4 The 

algorithm will end here because the pair {2,3,4,5} generated at the next step does not have the desired 

support. We will now apply the same algorithm on the same set of data considering that the min 

support is 5. We get the following results: Step 1: Item Support 1 6 2 7 3 9 4 8 5 6 Step 2: Item 
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Support {1,2} 4 {1,3} 5 {1,4} 5 {1,5} 3 {2,3} 6 {2,4} 5 {2,5} 4 {3,4} 7 {3,5} 6 {4,5} 4 The 

algorithm ends here because none of the 3-triples generated at Step 3 have de desired support. 

4. RESULT AND ANALYSIS 

Interpreting and Comparing Results  

When comparing the results of applying association rules to those from simple frequency or cross-

tabulation tables, you may notice that in some cases very high-frequency codes or text values (items) 

are not part of any association rule. This can sometimes be perplexing.  

 

To illustrate how this pattern of findings can occur, consider this example: Suppose you analyzed data 

from a survey of insurance rates for different makes of automobiles in America. Simple tabulation 

would very likely show that many people drive automobiles manufactured by Ford, GM, and 

Chrysler; however, none of these makes may be associated with particular patterns in insurance rates, 

i.e., none of these brands may be involved in high-confidence, high-correlation association rules 

linking them to particular categories of insurance rates. However, when applying association rules 

methods, automobile makes which occur in the sample with relatively low frequency (e.g., Porsche) 

may be found to be associated with high insurance rates (allowing you to infer, for example, a rule 

that if Car=Porsche then Insurance=High). If you only reviewed a simple cross-tabulation table (make 

of car by insurance rate) this high-confidence association rule may well have gone unnoticed. 
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Product Wise Representation 

 

CONCLUSION 

         The output has been verified as per the committed abstract. K mine has been implemented 

successfully as per (1) Constructing the Decision-Tree, (2) Populating potential k – mine for high 

utility item sets (PKHUIs) (3) Identifying top-k and UT s from the set of PKHUIs. A huge data set of 

5,40,000 of data has been executed successfully. The output has been verified with three different data 

types in various conditions. Output has been verified, according to the given input. The obtained 

result is prompt according to the given commitments. The K-Mine can make a major impact in the 

data mining concept. Also it may usefully for sales business like retail, whole sale and online 

business. Clustering of the data has been implemented successfully in the pre processing stage itself. 

More over many categorization processes has been done for generating various outputs from single 

dataset.  For graphical representation, various charts has been developed. User can clear the database 

for fresh use of these methods. So that this project has been implemented successfully and result has 

been verified. 
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